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2.1 Bio—inspired Algorithm and NMS application Library S T
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2.2 Policy Repository and Network Management Visualizer
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2.3 SDN/NFV/Controller/Autonomic Networks ST
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3. Self—Organization
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o Autonomic properties of a network considered:
— Self—Adaptation

- _ S
— Anticipate and detect the changes in network state S %
and manage accordingly ®

— Self—Healing

&3
RS
Q Zo
> 2
o _ _ _ T crr O
— Anticipate and detect disruptions in the network and

manage accordingly
Self—Configuration

Configuration

Anticipate and detect configuration changes in the
network and manage accordingly

Self-adaptation

\J

SDN Control Plane SDN Control Plane

Self-healing

Self healing

Y

.\’Self conflguratlon. Self- conflguratlon
o =

A \
/’ /./. \ ‘\\‘
. \ \./ W’ conflguratlcz/ . . .

Subnet Subnet

.

Subnet Subnet

Enterprise Network

8/23



3.1 Self—Adaptation

OMotivation:

— Self—Adaptation across different subnets in an enterprise network

0Goal: SDN Controller
A
— Service adaptability by the 5
networks as the flows moves ¢ ¢
across different subnets §*§
o C
OEnvironment: 5 E
— Enterprise network where different ‘§8 &
subnets are controlled by different © .
SDN controllers =l
S
OProblem: Z

— Distributed communication between
SDN controllers to establish self—
adaptability across SDN domains




3.1 Self—Adaptation

SDN based inter subnet self-adaptability of service
OWhat

— Service adaptability across different SDN controlled subnets using on
demand concepts

OHow
— Distributed communication between different domain controllers
Subnet 1 Subnet 2
— Novel Controller to Controller ) G (o) ) G () (o) (o) (o)
Communication protocol (C3) — - . .
- DEREE)
— Service continuity across e
different domains through " .
sharing of home network g_‘— ettt el B it i Bl el el S
prefixes S i - i m— -
= s i S
OResults -1 —t
ge} - -
— Service continuity with io | e — -
minimum disruption of the °
service

Data with Prefix B

S. M. Raza, P. Thorat, R. Challa, H. Choo, D. S. Kim, “SDN based inter-domain Mobility for PMIPv6 with route optimization,” NetSoft Conference and Workshops
(NetSoft), 2016 IEEE

10/23



3.1 Self—Adaptation
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3.2 Self—Healing

© Motivation

— Rapid failure detection and recovery from failures in SDN

© Goal
— Recovery from failure within delay under carrier grade requirement of
50 ms
© Environment [ ’ - Contm”.,e o |
— Emulated enterprise network with 25 emo :

switches and 52 links in Mininet, managed

by a centralized NOX SDN controller
© Problem

O
San Antonio Houston Orlondo

— Currently, the convergence time for distributed approaches is higher
than the carrier grade requirement

— Even using SDN, the controller assisted recovery time depends on the
number of flows to be recovered

— Flow table capacity stretches to the limits with flow rules for every

disruited flow



3.2 Self—Healing Cyzacoa

Link Failure Handling in SDN
© What

— Rapid recovery from single link failures in the OpenFlow—based networks

Failed link,
B BC : C

© How

— Qur proposed™ network design

Flow 1
* achieves recovery within 50 ms without

overwhelming the network with
recovery specific control messages

* Reduction in the memory requirement = W
of the switch by aggregating the --- Flow?2 E
disrupted flows using VLAN tagging == - Flow3 Flow 3
i Flow table
0 ReSUItS IP syc IP dst InPort| VLANID Action
192.168.1.1| 192.168.1.8 * * Forward packet to group 3
. . c 192.168.1.2] 192.168.1.9 * * Forward packet to group 3
— Link recovery within 2 ms approx. i
_ o i i Group table
99 /O . redUCtI_on In fIOW table L Group ID Group tvpe Action buckets
ca paCIty requl rement 3 Fast failover: Execute 1: Qutput to port 3 [} Primary bucket
1 i bucket 2 on port 3 failure | 2: Output to port 4 [} Alternate bucket

P. Thorat, S. M. Raza, H. Choo and D. S. Kim, “Rapid Recovery from Link Failures in
Software Defined Networks,” under review in the Journal of Communication Network
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3.2 Self—Healing yEEgun

Performance Evaluation

© Our proposed approaches achieves rapid recovery with minimal

. . 0.0 0.3 0.6 0.9 1.2 1.5
intervention from the controller ——T T~ — Framnclorink )
1000 Traitional recovery approach fa”ure hand“ng =
100 | 1;
= 10 -
[ 3
10000 . : . , . , . ; : . % 3
1 —m=— Traditional recovery approach = 4 3
®  Proposed fast failover group based 2 o1 TR I || P! i
1 —A— Proposed indirect group based o 1000 Proposed fast failover group based 1
S 2 E
= 1000 A = — E
g ] e 3 £ 100 .
o o = :
e _m &) 10 E Traffic for link 3
=  m- =5 % failure handling E
2 100 4 | S - = 1 ‘ 1
(] 3 / 3 3
> E > 4 ] = | ‘ 3
S Q 0.1 — : . : . ——y
& Lé:; 1000 Proposed indirect group based _;
& 3 A — A A A A Qo
= 10 4 i © o0 |
E Traffic for link :
10 E failure handlmg 3
» — @ — o ®*— ® [ ] 1
1 u 1 % I 4 I ¥ I v I ' 0.1 1 L ‘ ‘ ’ ‘
0 400 800 1200 1600 2000 2400 0.0 03
Flows on the Link Between Chicage and New York Experlment Time (Seconds)
Failure recovery time Total traffic flow at the controller
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3.2 Self—Healing

oo N o1 gem]
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Joint Link and Switch Failure Handling in SDN

© What

— Rapid joint link and switch failure handling
mechanism by using the indirect group
type in the OpenFlow switches

© How
— Enhanced failure recovery mechanisms
with flow grouping and forwarding rules
aggregation methods for rapid and

lightweight failure handling

— Proposed? Proactive operation mode at the
controller (autonomous)

O Results

— link recovery within 4 ms approx.

— 99% reduction in
requirement

flow table capacity

P. Thorat, R. Challa, S. M. Raza, D. S. Kim, and H. Choo, "Proactive Failure Recovery Scheme for Data

Traffic in Software Defined Networks,” NetSoft Conference and Workshops (NetSoft), 2016 IEEE
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3.2 Self—Healing g2 chora

Performance Evaluation

© Our proposed approaches

— Performs recovery within 50 ms time interval
— Requires minimal intervention from the controller

4096 T Y L v I ¥ T & [T ] 1
1000 iti
: I L A L T A B A A N —=— Traditional recovery approach

o E 2048 : 3
®— Traditional recovery approach ] ®  Proposed proactive recovery approach

® - Proposed proactive recovery approach
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3.3 Self—Configuration

© Motivation

— Intelligent self—configuration and software defined

management of resources in Network Function | foyaie ook “Table-miss”

Virtualization Infra. (NFVI) layer

© Goal:
—To reduce configuration related signaling
overhead Match Apply actions

(forward, drop,

flow table entry? Solice)

— Enhanced resource utilization by identifying and
replacing stale configurations with important ones

© Environment:

— Virtualized OpenFlow switches with limited flow —
table memory (resource)

entry?
© Problem: Y

—To address “Table—Miss” problem by retaining
important flow—entries, resulting in lower
control signaling overhead and enhanced
utilization of switch resources (TCAM memory)

/Matr:h\

flow table-miss

Send to OF controller
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3.3 Self—Configuration
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Efficient Flow Table Management

© What

—Smart self—configuration strategy for
efficient hardware resource management
in virtualized switches

© How

— A highly efficient data structure — Column
Major form of Multi—-Bloom Filter (MBF) to
identify “important” flow entries

— MD5 based effective hash functions

— Efficient resource (flow—table) utilization
using OpenFlow v1.4 “Eviction” feature

O Results

— Achieved 37% higher Table Hit—Ratio
compared to LRU scheme (2K table size)

Flow arrival - ASIC

H1

H2

Flowtable

,‘CHrr\ent BF

CrHH

g
=

o HolHo
HEE

| MBF Score (16bit)

Store

[=lo] [=]=]

-|- Matohng Rule ] |ﬂ$l‘FUCﬁDn| Statsie “m Forwarding
TCAM
BFo BF1 BF2 BFN
1 1 0 0
/’/— P | | D
H1(X) 0 0 1 1
g 11 194 LU L1
>
m T —pt 1] [o] o)
Flows : 1 ol ) )
H2 <. N e o et Tt R B
TR V7 g O ) i = 'O g [ ey
T ) (g KLU ey B | (R 1 Y
gy i (1 1
~._ |[od |o 0 0
14 1 0 0
" % Current BF

Challa, Rajesh, Yongseung Lee, and Hyunseung Choo. "Intelligent eviction strategy for efficient flow
table management in OpenFlow Switches." NetSoft Conference and Workshops (NetSoft), 2016 IEEE
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3.3 Self—Configuration SCEr
Performance Evaluation

Table I: Simulation parameters and values used in MBF ) ) .
lable 11: Data center traffic trace details used as an Input for our

simulation.
System Model Parameters Notation WValues
Number of Hash Functions k 2 Parameters UNIV1 UNIV?2
Bloom Filter Size i 1024 Duration 65 Mins 77 Mins
Number of flows (incoming) m 1600 Unigque Flows 283 073 56. TT6
Unit Time Period AT 1 Sec Number of Packets 10, 855,388 | 47, 668,207
Number of Bloom Filters N 16 Size of Packets (GB) 12.0 5.0
Logging Duration D 16 Secs Active Flows 40 ~ 50K 8~ 12K
UNIVI Rate of Change of Active Flows
60000
1 FZALRU  EEEE MBF — UNIVI ceenenes UNIV?2
0.9 ]
T 50000
0.8
0.7 ,
g 7 40000 1
E »
= 0.6 4
8 1 = 30000 1
5 05 =
=B ] 5
'E 0.4 < 20000 -
T ]
- ] 10000
= 92
0.1 4 0
0.0 T T T T T T T T T 1
Sk 6k 50000 500 1000 1500 2000 2500 3000 3500 4000
Table size Time (in secs)
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4. Testbeds and Open Sources yRECen

SDN Testbed with support for mobility

OpenFlow enabled access points

% Based on open-source OpenWRT and PC Engine boards Developer/Administrator
o
©
[m)]
<
o]
3
SKKU U§
{Nation \}il(fcl):RHEI\L network) Network Cr-:Dr
® 5
S 2 Testbed Physical Layout
= LLLMOX
=
(=}
(@]
‘ C ‘ l i Room 1
SDN Controller Real Time Network Simulator Mohbility Server ’
. I ™
Testbed Architecture RTNS UUULU -
' R
‘ P
. 1 N__
Open sources used: _»EL
= Mobility
— NoX by Nicira (SDN controller) e
— OpenWRT (switch 0OS)

— OpenSoftSwitch (OpenFlow)

Rack in server room




4. Testbeds and Open Sources

Ongoing Testbed developments
1. Extension of SDN Testbed

SDN Controller

2. NFV Testbed

z Controller Node Neutron
GCJ oMo (Networking node)
o
o
g 3
£ [y .
(@]
R ol — A—
&

- y—x n
(o5} | F’___A
c e | k
s | == openstac
o SKKU FTWAR
& Network
©
(]

M OpenFlow enabled Nova
Switches (Compute nodes)

OpenFlow enabled
Access points

Open sources used:
— ONOS (SDN controller)
— Raspberry pi (switch hard and OS)
— Open vSwitch (OpenFlow)
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Concluding Remarks

© Research on Self—* attributes of autonomic networks

©® Novel solutions and performance improvements under each Self—*

attribute of autonomic networks

© Preliminary Hybrid SDN testbed development

© Enhancement to full SDN testbed

© Development of preliminary NFV testbed with OpenStack

© Continuous enhancements in NFV testbed by adding more plugins and

compute nodes

© Integration of SDN and NFV testbeds






